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ABSTRACT

The objective of  this research is to ascertain the patterns and organization of  flood-affected areas in Jakarta. The dataset of  flood 
incidents in the DKI Jakarta Province in 2020 served as the data source for this study. The research employed three methods: 
K-Means, K-Medoid, and Hierarchical Clustering. Of  these, Hierarchical Clustering produced the best grouping in comparison 
to the other methods. The findings of  the study show that the flood-affected areas in DKI Jakarta are classified into three groups: 
safe (cluster 1), moderate (cluster 2), and vulnerable (cluster 3). The districts of  Cengkareng, Jatinegara, and Pulogadung are 
among the vulnerable areas. 

ABSTRAK

Tujuan penelitian ini adalah untuk mengetahui pola dan penataan wilayah terdampak banjir di Jakarta. Dataset kejadian banjir 
di Provinsi DKI Jakarta tahun 2020 dijadikan sebagai sumber data penelitian ini. Penelitian ini menggunakan tiga metode: 
K-Means, K-Medoid, dan Hierarchical Clustering. Dari ketiga metode tersebut, Hierarchical Clustering menghasilkan 
pengelompokan terbaik dibandingkan dengan metode lainnya. Temuan penelitian menunjukkan bahwa wilayah terdampak 
banjir di DKI Jakarta diklasifikasikan menjadi tiga kelompok: aman (kluster 1), sedang (kluster 2), dan rentan (kluster 3). 
Kecamatan Cengkareng, Jatinegara, dan Pulogadung termasuk wilayah yang rentan.
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INTRODUCTION
Flooding is a natural phenomenon that can occur 

throughout the globe. Settlements in floodplain areas are 
the main cause of  flood damage (Istiadi & Priatna, 2021). 
Jakarta is Indonesia's capital city, and it is dealing with a 
number of  issues. Poverty, inequality, and environmental 
concerns are all issues that both the government and 
society must address. Flooding is an environmental 
concern that has received a lot of  attention. Major floods 
in 2002, 2007, 2013, and 2014 resulted in direct and 
indirect economic damages worth trillions of  rupiah 
(Bappenas, 2007; Ward et al., 2013). Although flooding is 
not a new phenomenon, the extent of  the damage has 
escalated considerably over the last decade.

Based on Figure 1 above, it is evident that each year, 
the number of  neighborhoods (RW) affected by floods in 
Jakarta generally ranges between 200 and 300. These 
numbers tend to increase each year, with the exception 
of  2020. In 2020, the number of  affected neighborhoods 
was exceptionally high due to extremely high rainfall 
(377 mm/day on January 1, 2020), causing widespread 
flooding across Jakarta. Nevertheless, the increasing 
number of  neighborhoods affected by floods indicates 
that the damage caused by floods will continue to 
escalate each year.

This increase is associated with a myriad of  factors, 
both physical and socio-economic. Physical factors 

include land subsidence, low drainage or storage 
capacity in Jakarta's rivers and canals due to blockage by 
waste and sediment eroded from upstream, as well as 
climate change. Socio-economic factors involve rapid 
population growth and changes in land use, leading to 
the development of  economic assets in flood-prone areas 
(Budiyono, 2016). Climate change is also a major 
contributor to the frequent flooding in Jakarta (Douglass 
in Lyons, 2015; Fuchs in Salim et al., 2019). Climate 
change disrupts the schedule and intensity of  rainfall, 
causing high sea levels and leading to floods and land 
subsidence (Padawangi & Douglass, 2015). This situation 
is exacerbated by Jakarta's poor drainage system and the 

limited natural water absorption areas, preventing the 
efficient flow of  water from other areas, rainwater, and 
seawater, resulting in overflowing drainage systems and 
rivers that cause floods (Lyon, 2015). Poor drainage 
maintenance combined with climate change causes 
Jakarta to experience floods annually (Napier, 2021; 
Padawangi & Douglass, 2015; Salim et al., 2019).

In addition to physical factors, socio-economic factors 
also influence flooding in Jakarta (Budiyono, 2016). This 
is partly due to Jakarta's status as the capital and 
economic center of  Indonesia. The influx of  people 
moving to or living in Jakarta has led to the construction 
of  numerous buildings (Padawangi & Douglass, 2015). 
The proliferation of  buildings has replaced many water 
absorption areas, resulting in an ineffective water 
absorption and drainage system in Jakarta (Padawangi &  
Douglass, 2015). This has made Jakarta increasingly 
vulnerable to flooding. The situation is further 
aggravated by the numerous illegal buildings along 
riverbanks and the significant amount of  waste clogging 
the city's drainage system (Padawangi & Douglass, 2015).

Given these circumstances, flood management and 
prevention have become crucial programs in Jakarta. 
However, if  the government does not prioritize the areas 
that need immediate flood management, their efforts 
may not be effective. Therefore, identifying the 
neighborhoods frequently affected by floods is essential 
to facilitate disaster mitigation and find solutions to 
address flooding. By knowing the flood-prone areas, 
those regions can better prepare themselves, thereby 
minimizing casualties and damage (Duykers et al., 2023).

Based on the explanation above, this research aims to 
identify the patterns and clustering of  floods in Jakarta. 
Flood clustering is necessary because floods generally 
inundate multiple areas simultaneously, implying that 
some regions may be more vulnerable to flooding than 
others. By clustering flood-affected areas in Jakarta, it is 
hoped that disaster mitigation processes and flood 
management solutions can be implemented more easily 
and efficiently.

Figure 1. Graph of  the number of  neighborhood units (RW) 
affected by floods in DKI Jakarta for the period 2018-2022.

Based on Table 3, the smallest Validation Measure 
Connectivity value is found in cluster 3, thus it can be 
concluded that the optimal number of  clusters in the 
K-Medoid method to be used is 3 clusters. Visualization 
of  the clustering results with k = 3 is shown in Figure 3 
and Figure 4.

Based on the choropleth map in Figure 4, the 
distribution of  flood-prone area clusters is divided into 3 
groups. The first cluster consists of  11 districts, the 

second cluster consists of  18 districts, and the third 
cluster consists of  15 districts.
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Flooding is a natural phenomenon that can occur 
throughout the globe. Settlements in floodplain areas are 
the main cause of  flood damage (Istiadi & Priatna, 2021). 
Jakarta is Indonesia's capital city, and it is dealing with a 
number of  issues. Poverty, inequality, and environmental 
concerns are all issues that both the government and 
society must address. Flooding is an environmental 
concern that has received a lot of  attention. Major floods 
in 2002, 2007, 2013, and 2014 resulted in direct and 
indirect economic damages worth trillions of  rupiah 
(Bappenas, 2007; Ward et al., 2013). Although flooding is 
not a new phenomenon, the extent of  the damage has 
escalated considerably over the last decade.

Based on Figure 1 above, it is evident that each year, 
the number of  neighborhoods (RW) affected by floods in 
Jakarta generally ranges between 200 and 300. These 
numbers tend to increase each year, with the exception 
of  2020. In 2020, the number of  affected neighborhoods 
was exceptionally high due to extremely high rainfall 
(377 mm/day on January 1, 2020), causing widespread 
flooding across Jakarta. Nevertheless, the increasing 
number of  neighborhoods affected by floods indicates 
that the damage caused by floods will continue to 
escalate each year.

This increase is associated with a myriad of  factors, 
both physical and socio-economic. Physical factors 

include land subsidence, low drainage or storage 
capacity in Jakarta's rivers and canals due to blockage by 
waste and sediment eroded from upstream, as well as 
climate change. Socio-economic factors involve rapid 
population growth and changes in land use, leading to 
the development of  economic assets in flood-prone areas 
(Budiyono, 2016). Climate change is also a major 
contributor to the frequent flooding in Jakarta (Douglass 
in Lyons, 2015; Fuchs in Salim et al., 2019). Climate 
change disrupts the schedule and intensity of  rainfall, 
causing high sea levels and leading to floods and land 
subsidence (Padawangi & Douglass, 2015). This situation 
is exacerbated by Jakarta's poor drainage system and the 

limited natural water absorption areas, preventing the 
efficient flow of  water from other areas, rainwater, and 
seawater, resulting in overflowing drainage systems and 
rivers that cause floods (Lyon, 2015). Poor drainage 
maintenance combined with climate change causes 
Jakarta to experience floods annually (Napier, 2021; 
Padawangi & Douglass, 2015; Salim et al., 2019).

In addition to physical factors, socio-economic factors 
also influence flooding in Jakarta (Budiyono, 2016). This 
is partly due to Jakarta's status as the capital and 
economic center of  Indonesia. The influx of  people 
moving to or living in Jakarta has led to the construction 
of  numerous buildings (Padawangi & Douglass, 2015). 
The proliferation of  buildings has replaced many water 
absorption areas, resulting in an ineffective water 
absorption and drainage system in Jakarta (Padawangi &  
Douglass, 2015). This has made Jakarta increasingly 
vulnerable to flooding. The situation is further 
aggravated by the numerous illegal buildings along 
riverbanks and the significant amount of  waste clogging 
the city's drainage system (Padawangi & Douglass, 2015).

Given these circumstances, flood management and 
prevention have become crucial programs in Jakarta. 
However, if  the government does not prioritize the areas 
that need immediate flood management, their efforts 
may not be effective. Therefore, identifying the 
neighborhoods frequently affected by floods is essential 
to facilitate disaster mitigation and find solutions to 
address flooding. By knowing the flood-prone areas, 
those regions can better prepare themselves, thereby 
minimizing casualties and damage (Duykers et al., 2023).

Based on the explanation above, this research aims to 
identify the patterns and clustering of  floods in Jakarta. 
Flood clustering is necessary because floods generally 
inundate multiple areas simultaneously, implying that 
some regions may be more vulnerable to flooding than 
others. By clustering flood-affected areas in Jakarta, it is 
hoped that disaster mitigation processes and flood 
management solutions can be implemented more easily 
and efficiently.

METHODS
Data Source

This research uses secondary data obtained from the 
website of  data.jakarta.go.id, provided by the Provincial 
Government of  DKI Jakarta. The data on this website is 
a compilation from various agencies such as the Badan 
Pusat Statistik (BPS), Badan Nasional Penanggulangan 
Bencana (BNPB), Dinas Kesehatan Provinsi DKI 
Jakarta, and other agencies. The dataset consists of  902 
observations and includes attributes such as the 
administrative area where the flooding occurred, 
neighborhood units (RW), the number of  RW, 
neighborhood associations (RT), households (KK) 
affected by the flood, water level, the number of  affected 

Methodology
The method used in this research is K-Means 

Clustering to discover and group data, enabling better 
insights into flooding in the DKI Jakarta area. K-Means 
clustering is one of  the classic methods in unsupervised 
learning. This method is used to divide n units of  
observation into k groups or clusters so that each cluster 
has an average value as close as possible (Alashwal et al., 
2019). The notion of  similarity can be expressed in very 
different ways, depending on the research objectives, 
specific domain assumptions, and prior knowledge about 
the issue (Grira et al., 2004).

As the name suggests, K-Means Clustering requires 
prior information about how many clusters will be 
generated according to previous information or research 
(Sinaga & Yang, 2020). The value of  k will then be 
initialized into the dataset of  n observations to generate a 
number of  clusters along with their members and the 
average values of  each cluster. In summary, the following 
is the procedure for using K-Means Clustering (Alashwal 
et al., 2019).

1. Initialize k cluster centers.
2. Calculate the distance between each observation

and the cluster center observation points.
3. Assign all points to the cluster whose center is at the

minimum distance from all cluster centers.
4. Recalculate the positions of  the k centers as the

mean of  the clusters.
5. Recalculate the distance between each data point

and the newly calculated centers. Repeat steps 3 and
4 until all data points are assigned to the samecluster
(data points also do not move).

The K-Means Clustering method was chosen because 
it has been proven effective in grouping data into specific 
clusters or groups according to the research objectives. 
K-means clustering has been extensively studied with 
various extensions in the literature and applied in various 
substantive fields (Sinaga & Yang, 2020). The advantage 
of  this method is its ability to learn data in an 
unsupervised manner, meaning data without target 
variables (Alashwal et al., 2019). This is highly suitable 
for this research on flood clustering in the DKI Jakarta 
area. However, this method also has a drawback, namely, 
its heavy reliance on the value of  k initialized by the 
researcher. Therefore, researchers must be cautious in 
determining the number of  clusters to ensure optimal 
clustering results.

In the use of  K-Means Clustering, other methods such 
as K-Medoid and Hierarchical Clustering are sometimes 
necessary. This is because K-Means Clustering is highly 

households, number of  refugees, number of  fatalities, 
and the flood period. The collected data is cross-sectional 
with the unit of  analysis being sub-districts in DKI 
Jakarta in the year 2020.

affected by outliers that can disrupt the data (Kaur et al., 
2014). This is due to the calculation method of  K-Means 
Clustering itself, which calculates based on the distance 
between the values of  elements in a group and the 
group's average (Medellu & Nugaraha in Herman et al., 
2022). Therefore, the K-Medoid method emerged as an 
alternative clustering method by selecting the most 
central value within each cluster (Kaur et al., 2014). The 
process works as follows: from numerous data points, a 
number of  medoids are selected randomly, where groups 
are formed with elements most similar to the 
representative values. After these clusters are formed, 
new medoids are selected that better represent the 
formed groups. This continues until no medoids change 
their positions (Vishwakarma et al., in Herman et al., 
2022). The K-Medoid method provides results that are 
more resilient to outliers and more robust, although the 
algorithm becomes more complex, and the number of  
clusters formed still heavily depends on the researcher's 
decisions (Kaur et al., 2014; Herman et al., 2022).

Hierarchical Clustering is a clustering method that 
involves either merging or splitting existing groups and 
specifying the order of  cluster merging or splitting 
(Shetty & Singh, 2021). A tree or dendrogram is used to 
display hierarchical clusters. Hierarchical clustering can 
be performed in two ways: bottom-up (Agglomerative 
Hierarchical Clustering) or top-down (Divisive 
Hierarchical Clustering). Large clusters are divided into 
smaller clusters, and small clusters from large clusters are 
merged into one (Shetty & Singh, 2021). The steps to 
form top-down clustering are:

1. Start with all data points as individual clusters.
2. After each iteration, remove the "outlier" from the

least cohesive cluster.
3. Repeat the second step, stopping when each

example is in its own single cluster.

The steps of  agglomerative (bottom-up) clustering 
formation are:

1. Begin by considering each data point as its own
single cluster.

2. After each iteration of  Euclidean distance
calculation, merge two clusters with the minimum
distance.

Repeat the second step, stopping when there is one 
cluster containing all examples.

Based on Table 3, the smallest Validation Measure 
Connectivity value is found in cluster 3, thus it can be 
concluded that the optimal number of  clusters in the 
K-Medoid method to be used is 3 clusters. Visualization 
of  the clustering results with k = 3 is shown in Figure 3 
and Figure 4.

Based on the choropleth map in Figure 4, the 
distribution of  flood-prone area clusters is divided into 3 
groups. The first cluster consists of  11 districts, the 

second cluster consists of  18 districts, and the third 
cluster consists of  15 districts.
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The method used in this research is K-Means 
Clustering to discover and group data, enabling better 
insights into flooding in the DKI Jakarta area. K-Means 
clustering is one of  the classic methods in unsupervised 
learning. This method is used to divide n units of  
observation into k groups or clusters so that each cluster 
has an average value as close as possible (Alashwal et al., 
2019). The notion of  similarity can be expressed in very 
different ways, depending on the research objectives, 
specific domain assumptions, and prior knowledge about 
the issue (Grira et al., 2004).

As the name suggests, K-Means Clustering requires 
prior information about how many clusters will be 
generated according to previous information or research 
(Sinaga & Yang, 2020). The value of  k will then be 
initialized into the dataset of  n observations to generate a 
number of  clusters along with their members and the 
average values of  each cluster. In summary, the following 
is the procedure for using K-Means Clustering (Alashwal 
et al., 2019).

1. Initialize k cluster centers.
2. Calculate the distance between each observation

and the cluster center observation points.
3. Assign all points to the cluster whose center is at the

minimum distance from all cluster centers.
4. Recalculate the positions of  the k centers as the

mean of  the clusters.
5. Recalculate the distance between each data point

and the newly calculated centers. Repeat steps 3 and
4 until all data points are assigned to the samecluster
(data points also do not move).

The K-Means Clustering method was chosen because 
it has been proven effective in grouping data into specific 
clusters or groups according to the research objectives. 
K-means clustering has been extensively studied with 
various extensions in the literature and applied in various 
substantive fields (Sinaga & Yang, 2020). The advantage 
of  this method is its ability to learn data in an 
unsupervised manner, meaning data without target 
variables (Alashwal et al., 2019). This is highly suitable 
for this research on flood clustering in the DKI Jakarta 
area. However, this method also has a drawback, namely, 
its heavy reliance on the value of  k initialized by the 
researcher. Therefore, researchers must be cautious in 
determining the number of  clusters to ensure optimal 
clustering results.

In the use of  K-Means Clustering, other methods such 
as K-Medoid and Hierarchical Clustering are sometimes 
necessary. This is because K-Means Clustering is highly 

affected by outliers that can disrupt the data (Kaur et al., 
2014). This is due to the calculation method of  K-Means 
Clustering itself, which calculates based on the distance 
between the values of  elements in a group and the 
group's average (Medellu & Nugaraha in Herman et al., 
2022). Therefore, the K-Medoid method emerged as an 
alternative clustering method by selecting the most 
central value within each cluster (Kaur et al., 2014). The 
process works as follows: from numerous data points, a 
number of  medoids are selected randomly, where groups 
are formed with elements most similar to the 
representative values. After these clusters are formed, 
new medoids are selected that better represent the 
formed groups. This continues until no medoids change 
their positions (Vishwakarma et al., in Herman et al., 
2022). The K-Medoid method provides results that are 
more resilient to outliers and more robust, although the 
algorithm becomes more complex, and the number of  
clusters formed still heavily depends on the researcher's 
decisions (Kaur et al., 2014; Herman et al., 2022).

Hierarchical Clustering is a clustering method that 
involves either merging or splitting existing groups and 
specifying the order of  cluster merging or splitting 
(Shetty & Singh, 2021). A tree or dendrogram is used to 
display hierarchical clusters. Hierarchical clustering can 
be performed in two ways: bottom-up (Agglomerative 
Hierarchical Clustering) or top-down (Divisive 
Hierarchical Clustering). Large clusters are divided into 
smaller clusters, and small clusters from large clusters are 
merged into one (Shetty & Singh, 2021). The steps to 
form top-down clustering are:

1. Start with all data points as individual clusters.
2. After each iteration, remove the "outlier" from the

least cohesive cluster.
3. Repeat the second step, stopping when each

example is in its own single cluster.

The steps of  agglomerative (bottom-up) clustering 
formation are:

1. Begin by considering each data point as its own
single cluster.

2. After each iteration of  Euclidean distance
calculation, merge two clusters with the minimum
distance.

Repeat the second step, stopping when there is one 
cluster containing all examples.

RESULT AND DISCUSSION

there are on average 14.95 RT (household units) affected, 
with a minimum of  1 RT and a maximum of  46 RT. The 
standard deviation of  the number of  affected RT is 
11.889. Regarding the variable of  the number of  
affected households (KK), on average there are 394.41 
households affected by floods, with a minimum of  0 and 
a maximum of  3762 households. The standard deviation 
value is 727.334. In terms of  the variable of  the number 
of  affected individuals, there are on average 1414 
individuals affected by floods, with a minimum of  0 and 
a maximum of  13450 individuals, and the standard 
deviation is 2446.895. As for the water level, the average 
height is 87.05 cm, with a minimum of  20 cm and a 
maximum of  180 cm. The standard deviation value is 
40.35. For the duration of  inundation, floods typically 
last for an average of  0.3182 days, with a minimum of  0 
days and a maximum of  2 days. The standard deviation 
is 0.561. Lastly, for the variable of  the number of  minor 
injuries, on average there are 811.79 individuals 
sustaining minor injuries, with a minimum of  0 and a 
maximum of  4461 individuals. The standard deviation is 
1036.664.

Descriptive Statistics
Here is a summary of  the description regarding flood 

impact data in DKI Jakarta Province used in the study.
Based on Table 1, it is known that on average there are 

seven RW (neighborhood units) affected by floods, with a 
minimum of  one RW and a maximum of  15 RW, and a 
resulting standard deviation of  3.527. Furthermore, 

Data Preprocessing
Data preprocessing is a crucial phase in data analysis 

as it has the potential to influence the final results of  the 
analysis or models built. This process can be customized 
and depends on the type of  data and the objectives of  the 
analysis or models to be achieved. The stages of  data 
preprocessing include several steps, namely data 
cleaning, data transformation, and data reduction.

Before processing the data, data cleaning is performed 
first. Data cleaning is a stage where data is filtered to 
ensure its accuracy, consistency, completeness, and 
readiness for analysis. In this study, data cleaning focuses 
on checking for missing or empty values (missing values) 

Table 1. Summary of  descriptive statistics.

Variables Mean Minimum Maximum
Standard
Deviation

Number of 
Neighborhood 
Association (RW) 
affected

7 1 15 3.527

Number of 
Community Unit 
(RT) affected

14.95 1 46 11.889

Number of 
Household (KK) 
affected

394.41 0 3762 727.334

Number of 
Individuals 
affected

1414 0 13450 2446.895

Water Level (cm) 87.05 20 180 40.350
Inundation 
Duration (day)

0.3182 0 2 0.561

Number of Minor 
Injuries

811.79 0 4461 1036.664

in the dataset. After that, a check for missing values is 
performed. The result is that there are no missing values 
in the dataset.

After the completion of  data cleaning, the process 
continues with data transformation. This data 
transformation will change or modify the data from its 
original format to another format for a specific purpose. 
Data transformation is done to ensure that the data to be 
analyzed or processed meets the existing needs. This 
change is made because there are changes in units and 
dimensions in the data, so standardization with z-score is 
necessary.

The final stage of  data preprocessing is data reduction. 
Data reduction is the process of  reducing the amount of  
irrelevant, excessive, or redundant data in a dataset. The 
goal is to reduce unnecessary analysis complexity, save 
time and resources in data processing, and improve the 
efficiency and quality of  data analysis. In this data 
reduction process, KMO (Kaiser-Meyer-Olkin) and 
PCA (Principal Component Analysis) analyses will be 
conducted. KMO is the abbreviation for the 
Kaiser-Meyer-Olkin Measure of  Sampling Adequacy, 
which is used to assess the adequacy of  the data sample 
used in factor analysis or PCA. PCA, on the other hand, 
transforms linear combinations of  the original attributes 
into several principal components, selected based on 
their contribution to the variation in the data. These 
components provide a more concise representation of  
the original data, combining information from several 
original attributes that contribute most to the variation in 
the data. By using these reduced attributes, data analysis 
can be performed more efficiently while still retaining the 
important information represented by these principal 
components.

In this dataset, the variables for the number of  deaths, 
number of  missing persons, number of  severe injuries, 
and the value of  losses all have a value of  0, so it was 
decided to remove them. After that, KMO analysis is 
performed to determine its value. If  the MSA value is 

Based on Table 3, the smallest Validation Measure 
Connectivity value is found in cluster 3, thus it can be 
concluded that the optimal number of  clusters in the 
K-Medoid method to be used is 3 clusters. Visualization 
of  the clustering results with k = 3 is shown in Figure 3 
and Figure 4.

Based on the choropleth map in Figure 4, the 
distribution of  flood-prone area clusters is divided into 3 
groups. The first cluster consists of  11 districts, the 

more than 0.5, then the attribute can be retained. 
Whereas if  it is less than 0.5, then the attribute will be 
removed. Then from the output, the overall MSA value 
obtained is 0.74, while the MSA value for each retained 
variable is listed in Table 2.

second cluster consists of  18 districts, and the third 
cluster consists of  15 districts.

© Pakuan University8

Research article



Data preprocessing is a crucial phase in data analysis 
as it has the potential to influence the final results of  the 
analysis or models built. This process can be customized 
and depends on the type of  data and the objectives of  the 
analysis or models to be achieved. The stages of  data 
preprocessing include several steps, namely data 
cleaning, data transformation, and data reduction.

Before processing the data, data cleaning is performed 
first. Data cleaning is a stage where data is filtered to 
ensure its accuracy, consistency, completeness, and 
readiness for analysis. In this study, data cleaning focuses 
on checking for missing or empty values (missing values) 

in the dataset. After that, a check for missing values is 
performed. The result is that there are no missing values 
in the dataset.

After the completion of  data cleaning, the process 
continues with data transformation. This data 
transformation will change or modify the data from its 
original format to another format for a specific purpose. 
Data transformation is done to ensure that the data to be 
analyzed or processed meets the existing needs. This 
change is made because there are changes in units and 
dimensions in the data, so standardization with z-score is 
necessary.

The final stage of  data preprocessing is data reduction. 
Data reduction is the process of  reducing the amount of  
irrelevant, excessive, or redundant data in a dataset. The 
goal is to reduce unnecessary analysis complexity, save 
time and resources in data processing, and improve the 
efficiency and quality of  data analysis. In this data 
reduction process, KMO (Kaiser-Meyer-Olkin) and 
PCA (Principal Component Analysis) analyses will be 
conducted. KMO is the abbreviation for the 
Kaiser-Meyer-Olkin Measure of  Sampling Adequacy, 
which is used to assess the adequacy of  the data sample 
used in factor analysis or PCA. PCA, on the other hand, 
transforms linear combinations of  the original attributes 
into several principal components, selected based on 
their contribution to the variation in the data. These 
components provide a more concise representation of  
the original data, combining information from several 
original attributes that contribute most to the variation in 
the data. By using these reduced attributes, data analysis 
can be performed more efficiently while still retaining the 
important information represented by these principal 
components.

In this dataset, the variables for the number of  deaths, 
number of  missing persons, number of  severe injuries, 
and the value of  losses all have a value of  0, so it was 
decided to remove them. After that, KMO analysis is 
performed to determine its value. If  the MSA value is 

Variables MSA Score

Number of Neighborhood Association (RW) affected 0.82
Number of Community Unit (RT) affected 0.83
Number of Household (KK) affected 0.63
Number of Individuals affected 0.64
Water Level (cm) 0.90
Inundation Duration (day) 0.67
Number of Minor Injuries 0.89

Table 2. MSA Score for each variables.

K-Medoid Clustering Method
The optimal number of  clusters to be used in the 

K-medoid method can be determined using Elbow Plot 
visualization. Additionally, the determination of  the 
optimal number of  clusters can also be observed using 
Connectivity, Silhouette, and Dunn indices. The Elbow 
Plot and indices can be seen in Figure 2 and Table 3.

Figure 2. K-Medoid method’s elbow plot.

Figure 3. Cluster Plot using K-Medoid algorithm.

Table 3. K-Medoid validity index value.

Validation Measures k=3 k=4 k=5

Connectivity 15.3218 19.3032 20.8365
Dunn 0.1342 0.1601 0.2273
Silhouette 0.2793 0.3056 0.3098

Based on Table 3, the smallest Validation Measure 
Connectivity value is found in cluster 3, thus it can be 
concluded that the optimal number of  clusters in the 
K-Medoid method to be used is 3 clusters. Visualization 
of  the clustering results with k = 3 is shown in Figure 3 
and Figure 4.

Based on the choropleth map in Figure 4, the 
distribution of  flood-prone area clusters is divided into 3 
groups. The first cluster consists of  11 districts, the 

more than 0.5, then the attribute can be retained. 
Whereas if  it is less than 0.5, then the attribute will be 
removed. Then from the output, the overall MSA value 
obtained is 0.74, while the MSA value for each retained 
variable is listed in Table 2.

second cluster consists of  18 districts, and the third 
cluster consists of  15 districts.
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Based on Table 3, the smallest Validation Measure 
Connectivity value is found in cluster 3, thus it can be 
concluded that the optimal number of  clusters in the 
K-Medoid method to be used is 3 clusters. Visualization 
of  the clustering results with k = 3 is shown in Figure 3 
and Figure 4.

Based on the choropleth map in Figure 4, the 
distribution of  flood-prone area clusters is divided into 3 
groups. The first cluster consists of  11 districts, the 

Figure 4. Mapping of  flood-prone cluster regions in Jakarta 
using the K-Medoid method.

Figure 5. K-Mean Method’s elbow plot.

second cluster consists of  18 districts, and the third 
cluster consists of  15 districts.

K-Means Clustering Method
The optimal number of  clusters to be used in the 

K-means method can be determined using Elbow Plot 
visualization. Additionally, the determination of  the 
optimal number of  clusters can also be observed using 
Connectivity, Silhouette, and Dunn indices. The Elbow 
Plot and indices can be seen in Figure 5 and Table 4 
below.

Table 4. K-Means validity index value.

Validation Measures k=3 k=4 k=5

Connectivity 14.6790 20.8071 21.9869
Dunn 0.3342 0.3542 0.3976
Silhouette 0.4005 0.3671 0.3573

Based on Table 4, the smallest value of  Validation 
Measure Connectivity and the largest Dunn value are 
found in cluster 3, indicating that the optimal number of  
clusters for the K-Mean method to be used is 3 clusters. 
The visualization of  the clustering results with k = 3 is 
shown in Figure 6 and Figure 7.

Based on the choropleth map using the K-Means 
method in Figure 7, the distribution of  flood-prone 
cluster areas is divided into 3 groups. The first cluster 
consists of  8 districts, the second cluster consists of  21 
districts, and the third cluster consists of  15 districts.

Figure 6. Cluster plot using K-Means algorithm.

Figure 7. Mapping of  flood-prone cluster regions in Jakarta 
using the K-Means method.

Hierarchical Method Clustering
In hierarchical clustering, the initial step is to select the 

best model. Model selection is done by examining the 
cophenetic correlation values of  each available method. 

The model with the highest cophenetic correlation value 
will be considered the best. Information regarding the 
cophenetic correlation values can be found in Table 5 
below.
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Based on Table 3, the smallest Validation Measure 
Connectivity value is found in cluster 3, thus it can be 
concluded that the optimal number of  clusters in the 
K-Medoid method to be used is 3 clusters. Visualization 
of  the clustering results with k = 3 is shown in Figure 3 
and Figure 4.

Based on the choropleth map in Figure 4, the 
distribution of  flood-prone area clusters is divided into 3 
groups. The first cluster consists of  11 districts, the 

second cluster consists of  18 districts, and the third 
cluster consists of  15 districts.

In hierarchical clustering, the initial step is to select the 
best model. Model selection is done by examining the 
cophenetic correlation values of  each available method. 

Based on the evaluation of  the cophenetic correlation 
coefficient, the average linkage method stands out with 
the highest correlation compared to other alternatives, 
thus being selected for the clustering process. The 
determination of  the number of  clusters in the average 
linkage method is done through cluster validity testing 
first. In this study, internal validity testing is conducted 
using the Connectivity, Silhouette, and Dunn indices. 
The optimal number of  clusters can be identified from 
the Silhouette and Dunn index values approaching 1, as 
well as the Connectivity value decreasing. Detailed 
values of  internal validity indices are listed in Table 6.

Figure 8. Dendrogram cluster using the average linkage 
method.

Table 5. Cophenetic correlation coefficient.

Table 5. Cophenetic correlation coefficient.

Table 7. Validation index comparison for three utilized 
clustering method.

Methods Correlation Coefficient

Single 0.8821
Complete 0.7999
Average 0.9123
Ward 0.6259

Validation Measures k=3 k=4 k=5

Connectivity 9.6341 10.6520 19.8119
Dunn 0.4275 0.4275 0.3356
Silhouette 0.4501 0.4128 0.3564

Based on Table 6, the smallest value of  the Validation 
Measure Connectivity, and the largest values of  Dunn 
and Silhouette, are found in cluster 3. Therefore, it can 
be concluded that the optimal number of  clusters in the 
average linkage method to be used is 3 clusters. 
Visualization of  the clustering results with k = 3 can be 
seen in Figure 8 and Figure 9.

Comparison between K-Medoid, K-Means, and 
Average Linkage Clustering Method

After conducting the clustering process using three 
different methods, the three methods will be compared to 
see which one is the best to use. To compare the three 
methods, the criteria are based on the Connectivity 
index, Dunn index, and Silhouette index. The best 
method is determined by which method has the smallest 
Connectivity value and the largest Dunn and Silhouette 
values. The comparison of  the three clustering methods 
can be seen in the following Table 7.

Based on Table 7 above, it can be observed that the 
Average Linkage method yields the most optimal values 
of  Connectivity, Dunn, and Silhouette indices compared 
to the K-Medoid and K-Means methods. Subsequently, 
based on the clustering results, the characteristics of  each 
cluster are obtained based on the variables initially used 
in Table 8.

Figure 9. Mapping of  flood-prone cluster regions in Jakarta 
using the average linkage method.

Validation Measures K-Medoid K-Means Average Linkage

Connectivity 15.3218 14.6790 9.6341
Dunn 0.1342 0.3342 0.4275
Silhouette 0.2793 0.4005 0.4501

Clustering Methods (k=3)

The model with the highest cophenetic correlation value 
will be considered the best. Information regarding the 
cophenetic correlation values can be found in Table 5 
below.

Based on the choropleth map using the Average 
Linkage method in Figure 9, the distribution of  
flood-prone cluster areas is divided into 3 groups. The 
first cluster consists of  1 district, the second cluster 
consists of  40 districts, and the third cluster consists of  3 
districts.
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second cluster consists of  18 districts, and the third 
cluster consists of  15 districts.
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Table 8. Characteristic comparison for each cluster.

Table 9. Inter-cluster area distribution.

Variables Cluster 1 Cluster 2 Cluster 3

Number of Neighborhood
Association (RW) affected

10 6.6 12.33

Number of Community Unit
(RT) affected

26 13.2 34.667

Number of Household
(KK) affected

3762 200.125 1862.333

Number of Individuals affected 13450 784.15 5800.667
Water Level (cm) 115 82.85 133.667
Inundation Duration (day) 2 0.275 0.333
Number of Minor Injuries 2738 610.8 2849.667

Cluster Type City District
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CONCLUSION
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Pulogadung. The results of  this study can be used for 
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Provincial Government, to improve drainage 
infrastructure and related water channels to minimize 
losses and reduce casualties in the future.
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