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Abstract 

 
Technological developments are increasingly rapid and moving towards digital, which in the end 

technology can also help people who are experiencing economic problems, namely with online loan 
services. Even though there are many conveniences provided by online loan services, of course not all 

people give positive comments because there are quite a few negative comments about this service.One 

of the social media that is widely used by the public to provide comments about online loans is Twitter. 

Sentiment analysis is a data processing process to obtain information about whether an opinion 
sentence tends to be positive, negative or even neutral. This research contains sentiment analysis 

towards Online Loans on Twitter using the Lexicon Based and Support Vector Machine methods. From 

the results of this research, the accuracy for SVM was 82.36%. From these results it can be concluded 

that the use of the Lexicon Based and Support Vector Machine methods is considered quite good and 
effective for classifying sentiment 
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1. Introduction  

 Online loans are financial service provider facilities that operate online or without having to meet in 

person. This application or information technology based loan service is a type of Financial Technology 

(Fintech) Implementation. This is characterized by the use of internet media as a means of transactions 

when carrying out banking activities [1]. However, the existence of this online loan service certainly raises 

pros and cons for the public, because apart from legal online loans, now there are also many online loans 

that are illegal or unofficial and not registered with the Financial Services Authority (OJK). Legal online 

loans make it easy to get the funds needed with an easy process, while illegal online loans are often 

detrimental and have a bad impact on many people, especially those who are consumers. This is what 

makes people pros and cons about online loan services so that online loans or loans have become a much 

discussed topic at the moment because of the many cases of fraud and giving unreasonable interest to 

borrowers. One of the social media that is widely used by people to provide comments about online loans 

is Twitter. Data generated from Twitter can also be very useful if analyzed, because this data can be 

extracted into important information through opinion mining. Opinions regarding any news or product 

launch and even certain types of trends can be well observed on Twitter [2]. 

Sentiment analysis or what can be called opinion mining is the process of understanding, extracting 

and processing textual data automatically to obtain sentiment information contained in opinion sentences 

regarding an issue or object by someone, whether it tends to be positive, negative or even neutral. opinion. 

Lexicon Based is a method commonly used for sentiment analysis on social media, this is because this 

method is quite practical to use. The method used is Support Vector Machine using Lexicon Based 

Features as a feature update in addition to using the TF-IDF feature [8] Lexicon Based uses a dictionary 

as a language or lexical source [3]. 

Support Vector Machine or commonly abbreviated as SVM is a classification technique that uses 2 

points (vectors) which then form a dividing line (if 3 or more dimensions are the dividing side) [4]. Based 
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on several studies conducted using the Lexicon Based and Support Vector Machine methods, the results 

obtained are quite good, therefore in this journal we will discuss Online Loan Sentiment Analysis on 

Twitter using the Lexicon Based and Support Vector Machine methods. 

 

2. Methods 

 In this research, to describe the work process of a system, this is by using a flow diagram or program 

flowchart. Flowcharts are a way of writing algorithms using line notation. A flowchart is a picture or chart 

that shows the sequence or steps of a program and the relationships between processes and their statements 

[15]. The method used in this research is using data mining or what can be called KDD (Knowledge 

Discovery and Data Mining). Knowledge Discovery In Database is a method for obtaining knowledge 

from existing databases. In the database there are tables that are interconnected/related. The results of the 

knowledge obtained in this process can be used as a knowledge base for decision making purposes [12]. 

The research method used uses the following stages which can be seen in Figure 1: 

 

 

 

2.1. Sentiment analysis 

Sentiment analysis is the process of understanding, extracting and processing textual data with the 

aim of obtaining information. This is done to find out opinions about a problem or can be used to 

identify trends in the market. There are many benefits of sentiment analysis from various points of 

view, including that it can be used to obtain a general picture of public perception of service quality, 

monitor a product, predict sales, politics and investor decision making [5]. 

 

2.2. Lexicon Based 

Lexicon Based is a feature of words that have positive and negative sentiments based on a lexicon 

dictionary. The process of labeling sentiment data is carried out by a lexicon based dictionary by 

calculating the sentiment score. In the lexicon dictionary, every word that contains sentiment has a 

value/polarity that determines whether the word is a positive or negative word. After knowing which 

words are positive or negative, then count each word that contains sentiment in the sentence and add 

up the opinion value. The opinion value determines whether the word has a positive or negative 

sentiment [6].  

Classification using the lexicon method is a classification of tweets based on positive words and 

negative words in the tweet data results that have been cleaned at the text preprocessing stage. The 

stages in the Lexicon Based method are automatically contained in Appendix 3. The dictionary used 

in this research is Inset Lexicon (Indonesian Sentiment Lexicon) [9]. 

Inset lexicon or Indonesian Sentiment Lexicon has been tested quite well for sentiment analysis on 

Indonesian language data. Inset Lexicon itself has quite a lot of vocabulary, including 3,609 positive 

words and 6,609 negative words in Indonesian, each of which has its own weight value or polarity 

score with a weight range between -5 to +5 [13]. 

This research carries out labeling automatically using a lexicon dictionary and uses 3 classes in 

labeling sentiment, namely positive, negative and neutral as in Table 1.  

Figure 1. Research methods 
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Table 1. Determination of Sentiment Class 

Class Skor 

Positive > 0 

Neutral 0 

Negative < 0 

 

2.3. Term Frequency – Inverse Document Frequency ( TF-IDF) 

TF-IDF (Term Frequency-Inverse Document Frequency) weighting is a process for transforming 

data from textual data into numerical data for weighting each word or feature. TF - IDF is a statistical 

measure used to convey how important a word is in a document. TF is the frequency of occurrence of 

a word in each given document indicating how important the word is in each document. DF is a 

frequency document that contains these words showing how common they are. IDF is the inverse of 

the DF value [10]. 

 

2.4. Support Vector Machine 

Support Vector Machine or usually abbreviated as SVM is a classification technique that uses 2 

points (vectors) which then these 2 points will form a dividing line (if 3 or more dimensions become 

the dividing side). The dividing line or side formed from these two vectors is called a hyperpane. If 

SVM is translated into Indonesian, it means a machine that uses vectors as supports/markers to divide 

data into 2 groups. This method consists of a training process to learn the system and testing to obtain 

classification results [11].  

 SVM is a classification using 2 vector points which later these 2 points will form a dividing line 

   called a hyperplane [4].  To find the hyperplane you can use the equation: 

 

F(x) = w.x + b atau ∑ 𝛼𝑖𝑦𝑖𝐾(𝑥 , 𝑥𝑖) + 𝑏𝑚
𝑖=1               (1) 

 

W :  The hyperplane parameter to be sought (the perpendicular line between the hyperplane 

line and the support vector point) 

X : Support vector machine input data points 

Α : The weight value of each data point 

Xx, xi : Kernel functions  

B : The sought hyperplane parameter (bias value) 

 

Then look for the linear function with the equation: 

 

𝑔(𝑥) = 𝑆𝑖𝑔𝑛 (𝑓(𝑥))                                                       (2) 

 

2.5. Confusion Matrix 

There are four terms that represent the results of the classification process in the confusion matrix, 

namely True Positive, True Negative, False Positive, and False Negative [7]. The configuration matrix 

commonly used for 2 class calculations is shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Confusion Matrix 

Wich one : 

1. True Positive ( TP )  =  The number of positive comments documents and it is true. 
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2. True Negative ( TN )  =  The number of documents is negative and that is correct. 

3. False Positive (FP)  =  The number of positive comments documents and it is wrong. 

4. False Negative (FN)  =  The number of negative comments documents and it is wrong.  

 

Calculating the confusion matrix in the case of binary classification generally only has 2 classes. 

However, in this study there were 3 classes, so a 3 x 3 confusion matrix calculation was used. 

 

3. Result and Discussion  

The topic raised in this research is online loans or commonly known as pinjol. The aim of creating 

this system is to provide information to the public to be more careful in making online loans and not to be 

fooled by unofficial online loans. Data collection in this research was carried out by crawling from 

Twitter.The tools used for crawling data are the Tweepy library in the Python programming language, the 

keywords used to pull data are "pinjol" and the programming language used is Python. The tweets data 

obtained through crawling is 7631 data, then duplicate data will be deleted so that the data is reduced to 

1728 data. For non-standard words, words that are short and incorrectly written, a normalization process 

will be carried out, such as the word "tdk" being changed to "tidak" and many other words so that the data 

used is more relevant data to proceed to the classification stage. 

Apart from that, there are still many numbers, punctuation marks, emoticons and other words that are 

less important to be used as features. Therefore, a preprocessing process is carried out with the aim of 

eliminating noise. The preprocessing process is carried out so that the data used is clean from noise, has 

smaller dimensions and is more structured. So when the data is clean, the data will be ready for further 

processing [14]. Data preprocessing stages are case folding, tokenizing, filtering, stemming. After 

preprocessing, the labeling process is done by assigning labels to sentences or documents into classes. 

Data labeling is carried out using the Lexicon Based algorithm by calculating the positive sentiment score 

minus the negative sentiment score in the sentence and to determine the score for each word in a sentence, 

it is matched with a positive and negative dictionary, namely the Inset Lexicon. If the polarity score ≥ 0 

then the polarity result of the word is categorized as a positive sentence, if 0 it is neutral and if the polarity 

score ≤ 0 then the sentence is negative. Then classification is carried out using Support Vector Machine. 

Based on the analysis, sentiment results were obtained for each class which collected 274 positive 

sentiment data, 1270 negative data and 184 neutral data. To see the comparison of data from each 

sentiment class, a graph of the classification results was created which can be seen in Figure 3. 

 
Figure 2. Sentiment Classification Results Graph 

 
Apart from that, visualization is also displayed in a pie chart to find out the percentage of each 

sentiment. The percentage results for each sentiment were obtained with a total of 73.5% for negative, 

15.9% for positive and 10.6% for neutral. The sentiment comparison graph can be seen in Figure 4. 
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Figure 3. Sentiment Comparison Chart 

From the results of the research carried out, it can be seen that the results of the classification graph 

above show that the average person is tempted by online loans. However, there are still many people who 

fall into the trap of illegal or unofficial online loans, resulting in losses which can be seen from the number 

of negative sentiments shown in the graphs in Figures 3 and 4. However, there are still some people who 

are more careful when it comes to lending and borrowing. For example, preferring official or legal online 

loans, finding out first about the application or website that will be used for online loans, not being tempted 

by advertising words such as "low loan interest" which turns out to be just a form of fraud and there are 

still many other. 

Next, we can see the words that appear most frequently in the tweet data using wordcloud. Wordcloud 

of the entire tweet data. Wordcloud displays words based on the frequency of occurrence of the word, 

where the more words used in a tweet or comment, the larger the size of the word. The wordcloud of all 

tweet data can be seen in Figure 5. 

 

 
Figure 4. Wordcloud Overall Data 

 
Based on the classification results using the Lexicon Based and Support Vector Machine methods, it 

produces quite good accuracy as in Figure 6. 

 

 
Figure 5. Support Vector Machine Classification Results 

 
After classification, the performance of the support vector machine algorithm shows quite good results. 

The average accuracy result was 82.36%, precision 81.00%, recall 82.00%. The F1-Score value is 81.00%, 

which is the result of a comparison of the average between the precision value and the weighted recall 

value. The results of the classification method were validated using the Confusion Matrix as in Figure 7. 
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Figure 6. Confusion Matrix Test Results 

 
From the classification results, negative accuracy values are more numerous than positive and neutral 

accuracy values. Because in the tweet data with the keyword "PINJOL" more negative words appear than 

positive words, resulting in many sentences with negative sentiment. The negative words in question are 

terror, bill, debt, victim and many other negative words which are visualized on the wordcloud. However, 

apart from negative sentences, there are still -+ 20% sentences that contain positive sentiment. This is 

because quite a few positive words appear in the tweet data that has been crawled. The positive words in 

question include send, official, receive, profit and others. 

 

4. Conclusion  

Based on the research results, it can be concluded that the use of the Support Vector Machine method 

using 1728 cleaned datasets is quite good in carrying out classification. By using automatic labeling using 

the Lexicon Based method, then continuing with classification using the Support Vector Machine method 

and measuring accuracy using the Confusion Matrix to get an accuracy result of 82.36%. With the 

comment data obtained, there are more comments with negative sentiments, meaning that more loan 

consumers and even the public feel disadvantaged and do not agree with the existence of online loan 

services. Because quite a few people are deceived by online loans, people have to be more careful and 

more careful when choosing online lending and borrowing services. 
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