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Abstract

The University of Muhammadiyah Tasikmalaya (UMTAS) is a private university under
the Muhammadiyah association located in Tasikmalaya City, West Java Province. As a form
of developing student soft skills, UMTAS carries out many activities, one of which is through
student organizations consisting of internal and external organizations. This research was
conducted to find out which student organizations are categorized as excellent, good, and not
good. The assessment attributes for grouping student organization data are the number of
active members, activities in one year, organizational discipline, and achievements. Clustering
uses the K-Means algorithm. The results obtained from calculations carried out manually and
using the rapidminer application obtained the same results, namely clusters with the "excel-
lent" category totaling 8 data (26.6%), clusters with the "good" category totaling 17 data
(56.6%), and clusters with the "not good" category totaling 5 data (16.6%). The results of
this study can be used by the head of the bureau of academic administration of student affairs
and alumni in providing rewards in the form of priorities in organizational funding, awarding
charters and punishments in the form of coaching and revoking student organization decrees.
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1. Introduction

Student organizations are one of the attributes of universities that have an important role so
it is stated in the Constitution of the Republic of Indonesia Number 12 of 2012 concerning Higher
Education in article 77 about student organizations [1] One of the functions of student organizations
is as supporting education in student soft skills such as learning to cooperate, solving problems, to
express opinions with no fear, thinking critically and being able to be responsible. Students are also
referred to as agents of change which have the meaning of being a form of change for society because
they are considered capable of overcoming problems that arise in society, by prioritizing clear
thinking patterns that are critical, creative, innovative and responsible so that they are expected
to be able to provide changes in the form of work that is beneficial to society and the environment
[2]. In its implementation, student organization activities must get support from universities, both
in the form of activity funds and in the form of coaching so that student organizations can develop,
be useful and productive so as to produce innovative work. The provision provided by universities
includes competence (hard skills) and the cultivation of character values (soft skills) with the aim
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that students have high sensitivity and are easy to adapt in their environment, both in society and
in the industrial world [3].

University of Muhammadiyah Tasikmalaya is a private university located in the city of Tasik-
malaya with 3 faculties and 13 study programs, the number of all student organizations at the
University of Muhammadiyah Tasikmalaya based on the decree of the college as many as 30 student
organizations which are divided into 4 categories, namely the university, faculty, study program
and ORTOM (Autonomous Organization) levels. In the implementation of its activities, there
are often many student organizations that are not in accordance with the provisions of student
guidelines so that they need to be grouped into three categories, namely Good, Not Good and
Very Good with the aim of providing information to the Bureau of Academic Administration of
Student Affairs and Alumni in providing policies in the form of rewards and punishments. This
is very underlying for the author to conduct research on grouping student organizations at the
University of Muhammadiyah Tasikmalaya by using the method of applying the K-Means Clus-
tering algorithm. K-Means is a clustering algorithm that can determine an object distance and
centroid (central point) by dividing data into a cluster through certain stages [4]. K-Means is
a non-hierarchical cluster data method that attempts to divide existing data into one or more
clusters/groups. K-Means clustering is a method of data analysis or data mining that carries out
an unsupervised modeling process by grouping data into a partition [5], [6]. The application of
the K-Means algorithm has been widely carried out by previous researchers including research
conducted by sembiring et al, the K-Means method is used to group student achievements so that
it can help employees and institutions to improve the quality of education by knowing student
learning achievement [7]. The K-means method is also used to analyze factors affecting smokers
switching to using alternative tobacco (vape) products [8]. This research also uses the K-Means
method in its classification based on the assessment of organizational attributes so as to produce
a grouping of organizations with excellent, good and not good categories.

2. Methods

2.1 Stages of Research
This method provides important images in making the first step of the research, the initial
steps of the research carried out by the author are as follows:

(a) Study of literature
Literature research is a scientific activity carried out to solve a problem, the purpose is
to make a theoretical or practical contribution to the development of relevant disciplines
[9]. The literature in this study includes the processing of student organization data at
the University of Muhammadiyah Tasikmalaya and the implementation of the K-Means
algorithm. Literature study is one of the important elements in research to examine
problems that will be discussed theoretically through the study of various journals and
other references.

(b) Data collection
The data collection method is to obtain the information to achieve research objectives
[7]. At this stage, the data collection process is carried out by interviewing with student
managers, namely the head of the student academic bureau and alumni of the University
of Muhammadiyah Tasikmalaya. For the data collection procedure can be seen in figure
1:
a The author conducts interviews with the heads of student academic bureaus and
alumni.

b The author asks for data on student organizations at the University of Muham-
madiyah Tasikmalaya.

c The author collects data from the requested student organization.
d The author groups the data from those that have been collected based on the name

of the student organization.
e The author makes an analysis of the data that has been grouped.
f From the results of data analysis, an expected result was obtained.
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Figure 1. Data collection flow

(c) Data analysis
Analysis is an effort to understand a problem so that it can provide an assessment with
the aim of achieving a more specific understanding of the problem being investigated
[10]. Data is a set of information obtained from search results or investigations from
a particular source of information that is considered competitive. In this study the
authors used qualitative data analysis.

(d) Prepare the dataset
In this study involving all student organizations of the University of Muhammadiyah
Tasikmalaya, the data includes the number of active members, the number of activities
in 1 year, organizational discipline and achievements. All data is prepared in .xslx
format. can be seen in Table 1.

Table 1. Student organization data

No Organization
name

Active
member

Activities
for 1 year

Organizational
Discipline

Achievements

1 DPM-U 20 10 Complete None
2 DPM – FIKes 15 9 Incomplete None
3 DPM-FKIP 18 11 Incomplete None
4 DPM-FT 10 8 Incomplete None
5 BEM-U 25 15 Incomplete Local
6 BEM-FIKes 17 9 Incomplete Local
7 BEM-FKIP 19 10 Incomplete Local
8 BEM-FT 10 9 Incomplete None
... ... ... ... ... ...
30 PK IMM FT 15 7 Incomplete None

(e) Preprocess the data
Data pre-processing is an important and necessary step in the data mining process
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because it is closely related to the preparation and creation of the original data set.
Data quality is a determinant in the data mining process, therefore data must not be
empty or there are missing data values, so it must be ensured in advance that the
data entered is correct and there is no data that is anomalous because it can affect the
clustering results [8], [11]. Easier way to cluster data, data initialization must be carried
out first, namely converting nominal data into numerical data. In this study, what is
referred to as numerical data is organizational discipline and achievement.

a For the disciplinary attributes of the organization, changes are made from nominal
to numerical, the assessment parameters in this attribute are work programs, finan-
cial reports of activities, performance evaluations and organizational accountability
reports. If all parameters exist then given a full description, if the parameter is less
than < 4 is given an incomplete description and if there is no parameter at all given
a description does not exist. The change in nominal to numeric in this attribute
can be seen in Table 2. In table 2. Initialization of organizational discipline data

Table 2. Initialization of organizational discipline

Discipline Initial Organizational

None 1
Incomplete 2
Complete 3

is carried out, namely in the description of data there is no initialization 1, in the
description of incomplete data is given initialization 2 and in the description of the
complete data is initialized 3.

b For the attributes of achievement achievements, changes are made from nominal to
numerical, the parameters in this achievement are international, national, regional,
local/university and there is no achievement. The nominal to numerical change can
be seen in Table 3

Table 3. Initialize achievements

Achievements Initial

There isn’t any 1
Local/University 2
Region 3
National 4
International 5

In Table 3, initialization of achievement data is carried out, in this data for student orga-
nizations that do not have achievements, initialization is given 1, student organizations
that have achievements at the local / University level are initialized 2, student organi-
zations that have achievements at the regional level are given initialization 3, student
organizations that have achievements at the national level are initialized 4 and student
organizations that have achievements at the international level are given initialization
5.

2.2 Data Mining
Data mining is a method to extract prediction information hidden in a database, it is
a technology that has great potential to improve data warehouses. Data mining has
a different meaning knowledge discovery or pattern recognition used to extract hidden
knowledge from very large data sets [12]. "The main purpose of data mining is to find,
dig, or mine knowledge from the data or information we have"[13]. In a board outline,
data mining divided to two main categories:
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a Descriptive mining : the process of finding important characteristics of the data in
the database. Data mining techniques, including descriptive mining, are grouping,
association, and sequential mining.

b Predictive : This is the process of finding patterns in data by using some other
variable in the future. One of the techniques involved in predictive mining is clas-
sification simply put data mining and usually referred to the process by which
knowledge is filtered or "mined" from a large amount of data another term for data
mining is the Knowledge Discovery Database (KDD) [14]. For KDD steps can be
seen in Figure 2.

Figure 2. KDD steps

2.3 RapidMiner
Rapidminer is Software developed by Dr. Markus Hofmann of the Blanchardstown
Institute of Technology and Ralf Klinkenberg of rapid-i.com. Rapidminer features a
graphically based user interface so it is easier to use, this open source based software
is written using Java programs under the GNU Public License, rapidminer can run on
any operating system. Rapidminer has about 500 data mining operators such as input,
output, data preprocessing, visualization operators and others [15],[16]. In this study,
the author will compare the results of manual data processing and data processing using
the RapidMiner application.

2.4 K-means Clustering
K-Means is sometimes also referred to data analysis technique or data mining technique
that runs the data modeling process without supervision, this is one of the techniques
for grouping data in groups or partition systems that are adapted from characteristics
of each piece of data. The term clustering in k-means is used to describe an algorithm
that assigns each element to a cluster with the nearest centroid (mean) starting with
splitting or separating objects into the initial cluster k, then assigning objects to the
entire nearest centroid cluster usually calculated based on Euclidean distances [17]. K-
Means clustering technique is a clustering technique that is known to be fast and easy.
K-means clustering is a non-hierarchical data clustering technique that groups data into
one or more clusters. Data with the same characteristics are grouped into clusters,
and data with different characteristics are grouped into other clusters, so there is little
variation of data within the cluster . K-Means algorithm performs can be seen in Figure
3.
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Figure 3. Flowchart algorithm of the K-Means method

Figure 3 shows the steps in determining clustering using the K-means algorithm method.
The clustering stage uses the K-means algorithm as follows:

a. Enter data
b. Specify amount of cluster
c. The clustering stage uses the K-means algorithm as follows
d. Calculate the distance between the data and the cluster center, using the Eq. 1

D(i, j) =
√
(x1i − x1j)2 + ...+ (xki − xkj)2 (1)

Where
(i, j) : data distance i to cluster center j
xki : data to i on the attribute to j
xkj : center point to j on the attribute to i

e. Recalculate the cluster center with the new cluster member, To determine the center
of the cluster (centroid) from the data present in each cluster obtained from the
following Eq.2

CKJ =
x1j + x2j + ...+ xnj

n
(2)

Explanation
Ckj : K-th cluster center on the j-th variable, where j = 1, 2, ..., p.
n : Lots of data on the k-th cluster

f. If the cluster center has not changed then the clustering process has been completed,
if not then repeat the step to d until the cluster center has not changed again.
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3. Result and Discussion

3.1 Specifying the value of K as the number of clusters to be created
Data processing on student organization information is calculated manually, this process
uses 3 clusters "Excellent (C1), Good (C2), Not Good (C3) and data attributes such as the
number of active members, the number of activities for 1 year, organizational discipline and
achievements. for data on the attributes of student organization institutions can be seen in
Table 4

Table 4. Student organization attribute data

N0 Organization Name Active Mem-
bers

Activities for
1 year

Organizational
Discipline

Achievements

1 DPM-U 20 10 3 1
2 DPM – FIKes 15 9 2 1
3 DPM-FKIP 18 11 2 1
4 DPM-FT 10 8 2 1
5 BEM-U 25 15 2 2
6 BEM-FIKes 17 9 2 2
7 BEM-FKIP 19 10 3 2
8 BEM-FT 10 9 2 1
9 HIMA S1 Keper-

awatan
25 12 3 3

10 HIMA D3 Ke-
bidanan

20 8 2 1

11 HIMA D3 keper-
awatan

25 11 2 1

12 HIMA PTI 20 5 2 1
13 HIMA BK 30 13 3 1
14 HIMA PGPAUD 15 9 3 1
15 HIMA PGSD 18 10 2 1
16 HIMA

SENDRATASIK
20 8 2 4

17 HIMA Teknik
Mesin

18 14 2 1

18 HIMA Teknik
Lingkungan

15 9 2 1

19 HIMA Teknik Per-
tambangan

18 7 2 1

20 HIMA Teknik Elek-
tro

17 8 2 1

21 UKM Voly 30 17 2 3
22 UKM Futsal 20 7 1 1
23 UKM Badminton 25 8 1 1
24 UKM Tapak suci 24 12 2 4
25 UKM Mapala 33 15 3 3
26 Hizbuwaton 22 7 3 3
27 IMM Korkom 11 5 2 1
28 IMM PK FIKes 8 4 1 1
29 IMM PK FKIP 12 5 1 1
30 PK IMM FT 15 7 2 1

Furthermore, what needs to be considered is to choose the number of clusters you want then
determine the centroid randomly. Random determination of centroids can be seen in Table 5
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Table 5. Sample centroid

Cluster
Amount
Cluster

3 Cluster Center Ran-
dom Organization
Name

Members Activities Discipline Achievement

C1 HIMA D3 KEP 25 11 2 1
C2 HIMA TL 15 9 2 1
C3 IMM PK FIKES 8 4 1 1

3.1 Calculating the distance in each data against each centroid
Furthermore, calculating the distance from each data to the cluster center with calculations
using the Euclidean Distance equation, then a matrix of calculating the distance from the
first data to the 30th data will be obtained, to get the C1 result can be calculated as follows:

d =
√

(25− 20)2 + (11− 10)2 + (2− 3)2 + (1− 1)2 = 5.20

d =
√
(25− 15)2 + (11− 9)2 + (2− 2)2 + (1− 1)2 = 10.20

d =
√
(25− 18)2 + (11− 11)2 + (2− 2)2 + (1− 1)2 = 7

d =
√
(25− 10)2 + (11− 8)2 + (2− 2)2 + (1− 1)2 = 15.30

Continued until the 30th data...

To get the C2 result, calculate the distance from the first data to the 30th data as follows:

d =
√
(25− 20)2 + (9− 10)2 + (2− 3)2 + (1− 1)2 = 5.20

d =
√
(25− 15)2 + (9− 9)2 + (2− 2)2 + (1− 1)2 = 0

d =
√
(25− 18)2 + (9− 11)2 + (2− 2)2 + (1− 1)2 = 3.61

d =
√
(25− 10)2 + (9− 8)2 + (2− 2)2 + (1− 1)2 = 5.10

Continued until the 30th data...

To get the C3 result, calculate the distance from the first data to the 30th data as follows:

d =
√
(8− 20)2 + (4− 10)2 + (1− 3)2 + (1− 1)2 = 13.56

d =
√
(8− 15)2 + (4− 9)2 + (1− 2)2 + (1− 1)2 = 8.66

d =
√
(8− 18)2 + (4− 11)2 + (1− 2)2 + (1− 1)2 = 12.25

d =
√
(8− 10)2 + (4− 8)2 + (1− 2)2 + (1− 1)2 = 4.58

The results of the calculation of the first iteration of the entire data can be seen in Table 6
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Table 6. The result of the calculation of distance and grouping of the first iteration data

Data ke C1 C2 C3 Nearest
distance

Group of
data

1 5,20 5,20 13,56 5,20 C1
2 10,20 0,00 8,66 0,00 C2
3 7,00 3,61 12,25 3,61 C2
4 15,30 5,10 4,58 4,58 C3
5 4,12 11,70 20,30 17 C1
6 8,31 2,24 10,39 2,24 C2
7 6,24 4,36 12,73 4,36 C2
8 15,13 5,00 5,48 5,00 C2
9 2,45 10,68 19,00 2,45 C1
10 5,83 5,10 12,69 5,10 C2
11 0,00 10,20 18,41 0,00 C1
12 7,81 6,40 12,08 6,40 C2
13 5,48 15,56 23,85 5,48 C1
14 10,25 1,00 8,83 1,00 C2
15 7,07 3,16 11,70 3,16 C2
16 6,56 5,92 13,04 5,92 C2
17 7,62 5,83 14,18 5,83 C2
18 10,20 0,00 8,66 0,00 C2
19 8,06 3,61 10,49 3,61 C2
20 8,54 2,24 9,90 2,24 C2
21 8,06 17,12 25,65 8,06 C1
22 6,48 5,48 12,37 5,48 C2
23 3,16 10,10 17,46 3,16 C1
24 3,32 9,95 18,17 3,32 C1
25 9,22 19,10 27,46 9,22 C1
26 5,48 7,62 14,59 5,48 C1
27 15,23 5,66 3,32 3,32 C3
28 18,41 8,66 0,00 0,00 C3
29 14,35 5,10 4,12 4,12 C3
30 10,77 2,00 7,68 2,00 C2

Based on the matric results obtained in table 6, student organizations can be grouped into:
C1 : number of data 1,5,9,11,13,21,23,24,25,26
C2 : number of data 2,3,6,7,8,10,12,14,15,16,17,18,19,20,22,30
C3 : number of data 4,27,28,29
The total number of C1 is 10 data, C2 is 16 data and C3 is 4 data. Furthermore, recalculation
is carried out to obtain a new centroid obtained from the results of the first iteration, in
the process of obtaining a new centroid value, the calculation of the average number of each
member attribute is carried out divided by the number of data on each cluster, the calculation
process is as follows:

C1 =
20 + 25 + 25 + 25 + 30 + 30 + 25 + 24 + 33 + 22

10
;

=
0 + 15 + 12 + 11 + 13 + 17 + 8 + 12 + 15 + 7

10
;

=
(3 + 2 + 3 + 2 + 3 + 2 + 1 + 2 + 3 + 3)/11

10
;

=
1 + 2 + 3 + 1 + 1 + 3 + 1 + 4 + 3 + 3

10
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C1 = 25.90; 12.00; 2.40; 2.20

C2 =
5 + 18 + 17 + 19 + 10 + 20 + 20 + 15 + 18 + 20 + 18 + 15 + 18 + 17 + 20 + 15

16
;

=
9 + 11 + 9 + 10 + 9 + 8 + 5 + 9 + 10 + 8 + 14 + 9 + 7 + 8 + 7 + 7

16
;

=
(2 + 2 + 2 + 3 + 2 + 2 + 2 + 3 + 2 + 2 + 2 + 2 + 2 + 2 + 1 + 2

16
;

=
1 + 1 + 2 + 2 + 1 + 1 + 1 + 1 + 1 + 4 + 1 + 1 + 1 + 1 + 3 + 1

16

C2 = 17, 19; 8, 75; 2, 06; 1, 31

C2 =
(10 + 11 + 8 + 12)/4;

4
;

=
8 + 5 + 4 + 5

11
;

=
2 + 2 + 1 + 1

4
;

=
1 + 1 + 1 + 1

4

C3 = 10, 25; 5, 50; 1, 50; 1, 00.

From the results of the calculation of the determination of the cluster center of the first
iteration can be seen in Table 7

Table 7. New centroid of the first iteration data

Cluster members activities disciplines achievements
C1 25,90 12,00 2,40 2,20
C2 17,19 8,75 2,06 1,31
C3 10,25 5,50 1,50 1,00

Furthermore, recalculation is carried out as calculated in the first iteration by using a new
cluster / centroid center to produce a second iteration, from the results of the calculation of
the second iteration, a new centroid center is obtained which can be seen in Table 8

Table 8. New centroid of the second iteration data

Cluster members activities disciplines achievements
C1 27,13 12,88 2,25 2,25
C2 18,06 8,71 2,18 1,41
C3 10,20 6,20 1,60 1,00

Based on the results of the 2nd iteration matrix with a centroid center in table 8, student
organizations can be grouped as follows:
C1 : number of data 5,9,11,13,21,23,24,25
C2 : number of data 1,2,3,6,7,10,12,14,15,16,17,18,19,20,22,26,30
C3 : number of data 4,8,27,28,29
The total number of C1 is 8 data, C2 is 17 data and C3 is 5 data

The results of the calculation of the second iteration obtained a new centroid center which
can be seen in Table 9, Then the calculations are carried out to produce the third iteration,

Based on the results of the 3rd iteration matrix, student organizations can be grouped as
follows:
C1 : number of data 5,9,11,13,21,23,24,25
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Table 9. New centroid center of third iteration data

Cluster members activities disciplines achievements
C1 27,13 12,88 2,25 2,25
C2 18,06 8,71 2,18 1,41
C3 10,20 6,20 1,60 1,00

C2 : number of data 1,2,3,6,7,10,12,14,15,16,17,18,19,20,22,26,30
C3 : number of data 4,8,27,28,29
The total number of C1 is 8 data, C2 is 17 data and C3 is 5 data. In this calculation, the
author only iterated 3 times because the results obtained were convergent, meaning that no
data had moved from one cluster to another but if the calculation results were not yet at the
convergence point, the iteration calculation must be continued until convergence. For more
details can be seen in Table 10

Table 10. Results of grouping data of the first, second, and third iterations

First Iteration Second Iteration Third Iteration

Data C1 C2 C3 Data C1 C2 C3 Data C1 C2 C3

1 1 1 1 1 1
2 1 2 1 2 1
3 1 3 1 3 1
4 1 4 1 4 1
5 1 5 1 5 1
6 1 6 1 6 1
7 1 7 1 7 1
8 1 8 1 8 1
9 1 9 1 9 1
10 1 10 1 10 1
11 1 11 1 11 1
12 1 12 1 12 1
13 1 13 1 13 1
14 1 14 1 14 1
14 1 14 1 14 1
14 1 14 1 14 1
15 1 15 1 15 1
16 1 16 1 16 1
17 1 17 1 17 1
18 1 18 1 18 1
19 1 19 1 19 1
20 1 20 1 20 1
21 1 21 1 21 1
22 1 22 1 22 1
23 1 23 1 23 1
24 1 24 1 24 1
25 1 25 1 25 1
26 1 26 1 26 1
27 1 27 1 27 1
28 1 28 1 28 1
29 1 29 1 29 1
30 1 30 1 30 1

From the data of table 10, it can be seen the grouping of student organizations at UMTAS,
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organizations categorized as "Excellent" as many as 8 organizations, organizations catego-
rized as "Good" as many as 17 organizations and organizations categorized as "Not Good"
as many as 5 organizations.

3.3 Rapid Miner Studio Implementasi
After obtaining the results of the analysis of ormawa data grouping manually, the author ana-
lyzed the oramawa data using the RapidMiner Studio tool. Data processing using rapidminer
tools can be seen in Figure 4.

Figure 4. K-Means clustering data processing results
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K-means modeling using rapidminer in figure 4 with the setting K = 3, max run 10, measure
types: Bregman Divergencer, Divergence: SquaredEuclideanDistance, the modeling results
are obtained as shown in Figure 5.

Figure 5. K-Means clustering data processing results

From the results of data processing, the following data groupings were obtained, for cluster
0 or the "good" category totaled 17 data, for cluster 1 or the "not good" category totaled 5
data and cluster 2 or the "very good" category as many as 8 data. To see which data is in
each cluster, you can see Figure 6.

Figure 6. Display data in each cluster

From Figure 6, it can be seen that each data in each cluster is different according to the
proximity of the distance between the data and the cluster center, the rapidminer clustering
data in each cluster is in accordance with the grouping of data which is done manually using
Ms.Excel, namely in each cluster there are 17, 5 and 8 data. The cluster deployment pattern
can be seen in Figure 7. From the results of data processing, the following data groupings
were obtained, for cluster 0 or the "good" category totaled 17 data, for cluster 1 or the "not
good" category totaled 5 data and cluster 2 or the "very good" category as many as 8 data.
To see which data is in each cluster, you can see Figure 7.



4 CONCLUSION 137

Figure 7. Display the distribution of each cluster on rapidminer

4. Conclusion

From the results of the discussion, it can be seen that the grouping of data based on each value
of each attribute is grouped into 3 clusters, namely "very good", "good" and "not good". The
results of the calculations carried out manually using excel and the rapidminer application obtained
the same results, namely clusters with the "excellent" category totaling 8 data (26.6%), clusters
with the "good" category totaling 17 data (56.6%), and clusters with the "not good" category
totaling 5 data (16.6%). The results of this study can be used by the Chief of the Student Affairs,
Alumni and Academic Administration Bureau as a consideration in providing rewards in the form
of priorities in organizational funding, awarding charters and punishments in the form of coaching
and revoking student organization decrees.
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