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Abstract

Cities or districts as population centers with various service facilities, really need the provi-
sion of clean water. The agency that handles clean water in Indonesia is the Regional Drinking
Water Company (PDAM). PDAMs were established in every city and district in Indonesia as
agencies that serve the community’s need for clean water. One of them is the Regional Public
Company (Perumda) Tirta Pakuan and as time goes by the number of customers will definitely
increase so that the need for clean water will also increase. The purpose of this research is to
create a Clean Water Demand Prediction Model using the Long Short Term Memory (LSTM)
Method to find the most optimal modeling. The data in this study were obtained from data
reports is from Perumda Tirta Pakuan. The prediction model development process is carried
out through Visual Studio Code tools. To find a model with the smallest error rate using
various ratios, namely 80:20, 70:30, 60:40, and 50:50, then testing is also carried out based on
the number of different hyperparameter values in batch sizes 5, 10, 15, 20, 25 and max epoch
50, 100, 150, 200, 250. From all the experiments that have been carried out, the most optimal
is batch size 5 and epoch 50 with a ratio of 60:40 for water production to get RMSE 0.4862
and MAPE 2.5252% while for the amount of water use with a ratio of 50:50 get RMSE 0.4674
and MAPE of 2.5163%.
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1. Introduction

Water is one of the most important assets and is the main thing for human consumption.
Cities or districts as population centers with various service facilities, really need the provision of
clean water [1]. The agency that handles clean water in Indonesia is the Regional Drinking Water
Company (PDAM). PDAMs were established in every city or district in Indonesia as agencies that
serve the community’s need for clean water [2]. One of them is PDAM Tirta Pakuan which in
2019 has changed its name to the Regional Public Company (Perumda) Tirta Pakuan and as time
goes by the number of customers will definitely increase so that the need for clean water will also
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increase. Therefore prediction or forecasting regarding the need for clean water is needed so that
Perumda Tirta Pakuan is not excessive and not lacking in providing clean water.

The need for water is categorized into domestic and non-domestic water needs [12]. The use of
water among the people has different uses in each region, the use of water in one area is definitely
different from another [18]. High water consumption causes the need for clean water supplies to
continue to increase while the supply of clean water each year continues to decrease [15]. Population
growth must be followed by the availability of healthy and sufficient clean water [13]. Prediction
tries to find answers as close as possible and does not have to give a definite answer to what will
happen [17]. Forecasting is the process of predicting future events based on past data which is
measured periodically and will form a time series of data.

Deep Learning is part of machine learning which is tasked with studying available data through
existing algorithms. The learning process can be done through three options, namely directed
learning, semi-directed, and not directed. Directed learning allows algorithms to learn based on
available and sufficient data, whereas semi-directed learning is based on available but insufficient
data, whereas non-directed learning relies on algorithms to learn on their own without any data
input [3]. Deep Learning has several algorithms in it, one of which is the Long Short Term Memory
(LSTM) algorithm and the best forecast is based on the prediction error rate.

Long Short Term Memory (LSTM) is a variant model of the Recurrent Neural Network (RNN)
that can remember long-term information or long term dependency and has memory cells that
function to store previous information [4]. The LSTM method can be used for forecasting cases by
making accurate predictions of a variable. The smaller the error rate produced, the more precise
the method is in predicting both for long and short periods of time [5]. The purpose of this study
is to create a Clean Water Demand Prediction Model using the Long Short Term Memory (LSTM)
Method to find the most optimal modeling with the smallest error rate using various ratios and
then testing based on the number of different hyperparameter values on batch size and max epoch.

2. Methods

The research method used is the Cross Industry Standard Process for Data Mining (CRISP-
DM) which can be seen in Figure 1.

Figure 1. RCRISP-DM method [6]

2.1. Business Understanding

In this study, the business goal to be achieved is to create a modeling architecture with the
LSTM deep learning algorithm to predict clean water needs. In the LSTM architectural model,
several tests will be carried out with various ratios and different initialization of hyperparameters
in each test to obtain optimal accuracy results.



2.2 Data Understanding 162

2.2. Data Understanding

At the data understanding stage, the dataset acquisition process is carried out which will be
used to carry out the modeling process, while the data used in this study is Perumda Tirta Pakuan’s
daily time series data from January 2022 to December 2022. After that, first create a csv file on
Microsoft Excel so that the data can be read by the program, the total data is 365 data and consists
of 3 attributes namely date, water production, and amount of water usage.

2.3. Data Preparation

Data preparation is a preprocessing stage to prepare datasets to be used in the modeling process.
In this research, the data preparation process is carried out by selecting data using 2 variables,
namely water production and the amount of water usage, then carrying out the normalization
process is a method by carrying out a linear transformation of the original data which aims to
process scaling the attribute values of the data so that can be in a certain range and change the
data size to be smaller without having to change the original data [7]. One of the normalization
methods that can be used is Min-max normalization with the following formula:

X ′ =
Xi −Xmin

Xmax −Xmin
(1)

Then proceed with the distribution of training data and test data using various ratios which can
be seen in Table 1.

Table 1. Comparison of Training Data and Test Data

No Ratio Train Data Test Data
1 80:20 292 73
2 70:30 256 109
3 60:40 219 146
4 50:50 183 182

2.4. Modeling

This stage is the stage of determining data mining techniques, modeling parameters, and data
mining algorithms to build the research model architecture. This research conducts forecasting
of water production data and the amount of water usage using a deep learning algorithm model,
namely Long Short Term Memory (LSTM) was created to overcome long-term memory problems
in RNNs [16]. Memory cells are used to overcome the occurrence of vanishing gradients in the
RNN when processing long sequential data [14] which can be seen in Figure 2.

The LSTM method consists of two activation functions, namely the sigmoid and tanh functions,
there are also three gates that function to control the use and update of previous information,
namely the Forget gate, Input gate, and Output gate which are designed to be able to read, store,
and update previous information [9]. In the LSTM process there are equations for performing
calculations in the layers which can be seen as follows:

ft = σ(Wfxxt +Wfhht−1 + bf ) (2)
it = σ(Wixxt +Wihht−1 + bi) (3)
C̄t = tanh(Wcxxt +Wchht−1 + bc) (4)
Ct = ft ∗ Ct−1 + it ∗ C̄t (5)
ot = σ(Woxxt +Wohht−1 + bo) (6)
ht = ot ∗ tanh(Ct (7)
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Figure 2. Illustration of LSTM [8]

2.5. Evaluation

At this stage an evaluation of the performance and performance of the algorithm model will be
carried out. In this study, the model evaluation process was carried out using the Root Mean Square
Error (RMSE) and Mean Absolute Percentage Error (MAPE) calculation model errors which aimed
to determine the level of forecasting accuracy. The smaller the level of error generated, the more
precise a model is in forecasting.

RMSE =

√∑n
i=1(Yi − Ȳi)2

n
(8)

MAE =

∑n
i=1

|Yi−Ȳi|
Y

n
∗ 100 (9)

MAPE has a range of values that can be used as a benchmark in decision making, namely
<10% for the very good category, 10-20% for the good category, 20-50% for the feasible category,
and > 50% for the bad model conditions [10].

3. Result and Discussion

In this study, the data was obtained from the Perumda Tirta Pakuan data report for the period
January 2022 to December 2022 with a total of 365 data, the research variables used were water
production and total water usage, then in the distribution of training and testing data using various
ratios namely 80:20, 70:30, 60:40, and 50:50.

3.1. Modeling Process

In the built model, scenario trials will be carried out based on the number of different batch
size and max epoch parameters. Hyperparameters are parameters that are set before the model
learning process begins which can be seen in Table 2.

The LSTM method uses Hidden Neurons as a parameter to determine the number of hidden
layers in the deep learning model, then Loss Function to measure the performance of the modeling
between the actual data and the predicted results, in order to minimize the error function the
Adam Optimizer model is used with a default learning rate of 0.001.
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Table 2. Hyperparameter Architecture and Initiation

No Type Value/Name
1. Layer LSTM
2. Neuron Hidden 50
3. Optimizer Adam
4. Learning Rate 0.001
5. Batch Size 5, 10, 15, 20, 25
6. Epoch 50, 100, 150, 200, 250
7. Loss Function MSE

Usually large batch sizes are used whenever possible computational acceleration. If use a small
batch size, it will take a very long time. Batch sizes that are too large will produce less than
optimal results. The larger the batch size, the less accurate the results will be. For this reason,
deep learning users will usually weigh between the capabilities of the tools used, the time that
must be spent on a long training process and the optimization of results [11].

3.2. Model Testing Accuracy Results

In this study, modeling test scenarios were carried out using various ratios and in each trial
the number of parameters was made in a gradual scenario and continued to increase in each trial
so that later a graph would be selected based on the model results with the smallest error rate in
each ratio.

Table 3. Water production modeling trial result

Batch Size

Epoch
80:20 70:30 60:40 50:50

RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE
5

50
0,2021 2,6099% 0,8533 2,6475% 0,4862 2,5252% 0,6421 2,6159%

10

100
0,7091 2,7021% 0,9181 2,6777% 0,5317 2,5776% 0,2646 2,6605%

15

150
0,6532 2,7200% 0,7380 2,6903% 0,3386 2,5378% 0,8963 2,7398%

20

200
0,7150 2,7490% 0,5488 2,6980% 0,683 2,6499% 0,6846 2,8483%

25

250
0,5476 2,7209% 0,5816 2,6961% 0,6314 2,6949% 0,7535 2,9561%

Rata-rata 0,5654 2,7003% 0,7279 2,6819% 0,5341 2,5970% 0,6482 2,7641%

Based on Table 3 the results of modeling trials for water production get the smallest MAPE
of 2,5252% which is obtained from the model using a 60:40 ratio then batch size 5 and epoch 50.
Figure 3 is a graph of the predicted results for water production where the blue line depicts training
data, for data testing at this ratio starting from August. The yellow line which is the predicted
value shows the line even though it is not perfect but has followed the up and down flow of the red
valid or actual line.

Based on Table 4 the results of modeling trials for amount of water usage get the smallest
MAPE of 2,5163% which is obtained from the model using a 50:50 ratio then batch size 5 and
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Figure 3. Prediction water production

Table 4. Amount of water usage modeling trial result

Batch Size

Epoch
80:20 70:30 60:40 50:50

RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE
5

50
0,2249 2,7251% 0,3035 2,6039% 0,3683 2,5576% 0,4674% 2,5163%

10

100
0,3886 2,7450% 0,4437 2,6692% 0,3005 2,6148% 0,5870 2,5567%

15

150
0,4203 2,7609% 0,2527 2,6491% 0,1516 2,5868% 0,3736 2,5429%

20

200
0,2846 2,7305% 0,3080 2,7126% 0,3795 2,6920% 0,6848 2,5673%

25

250
0,2872 2,7597% 0,1195 2,6715% 0,1998 2,7892% 0,5052 2,5766%

Rata-rata 0,3211 2,7442% 0,2854 2,6612% 0,2799 2,6480% 0,5236 2,5519%

epoch 50. Figure 4 is a graph of the predicted results for amount of water usage the same as the
previous graph where the blue line represents training data and the yellow line is the predicted
value. For valid or actual values that are colored red in this ratio starting from July.

Figure 4. Prediction amount of water usage

Of all the experiments that have been carried out, the model that will be proposed in this study
is the model that produces the smallest MAPE values for both variables, namely using batch size
5 and epoch 50 with a ratio of 60:40 for water production while for amount of water usage using
a ratio of 50:50.
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3.3. Predictions for the Next 7 Days

In this study, after carrying out modeling test scenarios using various ratios and with increasing
hyperparameter values in each test. The following results have been obtained from modeling with
the best hyperparameters based on the smallest MAPE error rate which can be seen in Table 5.

Table 5. Amount of water usage modeling trial result

No Date Prediction Results
Water Production

(liter/second)
Amount of Water Usage

(liter/second)
1. 01/01/2023 87,17 83,96
2. 02/01/2023 87,36 84,71
3. 03/01/2023 87,74 84,36
4. 04/01/2023 87,51 84,16
5. 05/01/2023 88,03 84,28
6. 06/01/2023 88,68 84,10
7. 07/01/2023 88,51 83,77

Total 615,00 589,04
Number of previous weeks 610,43 586,27

The performance level of accuracy obtained in this study is influenced by the hyperparameter
value initiated during the trial, especially the batch size and max epoch values. In this study,
from all the experiments that have been carried out, the most optimal is batch size 5 and epoch
50 with a ratio of 60:40 for water production while for the most optimal amount of water use is a
ratio of 50:50 and any predicted data obtained will be added into new data one by one to become
additional memory, then the prediction results for the next week the water production and the
amount of water usage show an increase from the previous week but not too significantly, so that
Perumda Tirta Pakuan’s production facilities are still sufficient to serve its customers.

4. Conclusion

In this study, based on the results of the entire experiment with the distribution of training and
testing data using various ratios and testing was also carried out based on the number of different
hyperparameter values in the batch size and max epoch, it was found that the most optimal were
batch size 5 and epoch 50 with a ratio of 60:40 for water production gets RMSE 0.4862 and
MAPE is 2.5252% while for total water use with a ratio of 50:50 gets RMSE 0.4674 and MAPE
is 2.5163%. For this reason, it can be concluded that the LSTM deep learning algorithm shows
predictive results with an error rate of below 10% which is included in the very good forecasting
category range, then based on the prediction results data for water production and the amount of
water use the results have increased compared to last week. before but not too significant, so that
Perumda Tirta Pakuan can still serve the number of existing customers and does not need to add
production facilities.
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