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Abstract

The Apriori algorithm is a data mining association rule algorithm for finding relationship
patterns between one or more items in a dataset. Apriori algorithm is often used in transaction
data analysis or market basket analysis. Apriori algorithm is used to find out consumer
purchase patterns in e-commerce systems and provide product recommendations to consumer
by extaracting associations or events from transactional data. This study is purposed for
deeply analyze the steps, performance of Apriori algorithm, and give relevant an example of
case study to better explain the steps of Apriori algorithm application, as well as the results
achieved.
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1. Introduction

The e-commerce system has significantly changed the conventional commerce system due to
developments in information technology and user needs for convenience, fast service, and efficiency
in transactions. People who did not use the internet before have to start working online.

To face competitive business competition, an appropriate marketing strategy is needed to at-
tract consumer purchase interest [1]. Data mining is a technique to help entrepreneurs mine
information through sales transaction data so that consumer purchase patterns can be identified
with the aim of providing product promotion recommendations to consumers. One of the data
mining techniques is association, which is a technique for determining frequents itemsets which
function to find patterns in data.

The Apriori algorithm is a algorithm of data mining association rule for finding relationship
patterns between one or more items in dataset [2]. The Apriori algorithm is often used in trans-
action data analysis or market basket analysis [3]. By using the Apriori algorithm, entrepreneurs
can find out consumer purchase patterns in e-commerce systems and can also provide product
recommendations to consumers by extracting associations or events from transactional data [4].

This study is purposed for deeply analyze the steps, advantages and disadvantages of Apri-
ori algorithm, and give relevant an example of case study to better explain the steps of Apriori
algorithm application, as well as the results achieved.
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2. Methods

2.1. Data Mining

Data mining is the process of information retrieval by mining data contained in large database
to find relationship patterns based on a complex set of data so that it can provide detailed and
valuable information [5]. The data analysis stages by implementing data mining can use the
Knowledge Discovery in Database (KDD) method which is shown in Figure 1 [6].

Figure 1. Knowledge Discovery in Database (KDD)

2.2. Apriori Algorithm

The Apriori algorithm is a data mining algorithm with association rules to determine the
associative relationship of a combination of items. The relationship between the Apriori algorithm
and association is that it can find two or more attributes and two or more objects [7]. The following
are data mining association rules for finding high frequency patterns between itemsets [8]:

1. Analyze the high frequency patterns to find combinations of items that meet the minimum
support value in database. The support value of an item is obtained using the formula:

Support(item) =
The number of transaction contains item

Total transaction
(1)

The support value of the 2 items is obtained using the formula:

Support(A,B) = P (A ∩B) =

∑
Transactions contains A and B∑

Transactions
(2)

2. Establishment of association rules. After all high frequency patterns are found, then look
for association rules that meet the minimum requirements for confidence by calculating the
vonfidence value of the associative rules A→B. The confidence value of rule A→B is obtained
from the following formula:

Confidence(A → B) = P (A | B) =

∑
Transactions contains A and B∑

Transactions contains A
(3)

Main processes in the Apriori algorithm [9]:

1. Join: In this process, each item is combined with other items until no more combinations are
formed.
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2. Prune: In this process, the results of the items that have been combined are then pruned
using the minimum support determined by the user.

Following are the steps of Apriori algorithm [10]:

1. Apriori uses an iterative approach where k-itemset used to explore (k+1)-itemsets.

2. Candidate (k+1)-itemsets with less frequency or below the threshold (minimum support) will
be pruned and not used in determining association rules.

3. The first step is 1-itemset found with perform database scanning to accumulate the number
of each item category and its occurrence in every transaction.

4. Next, 1 itemset is used to find 2-itemsets. Potential 2-itemsets candidates are found by
pairing one item with another item so that possible combination for 2 items is obtained.

5. Then the 2-itemsets is calculated for the value of its occurance in every transaction. The
threshold (minimum support) is determined to pruned out candidates with less frequency.

6. Calculate the support and confidance values for the 2-itemsets that meets the threshold value.
2-itemsets that satisfy minimum support and minimum confidence will be used as association
rules.

7. 2-itemsets are used to find 3-itemsets and so on until there are no more frequent (k+1)-
itemsets that can be found.

8. After all the rules of the frequent (k+1)-itemsets are formed, then the support and confidence
values are calculated.

3. Result and Discussion

3.1. Example of Apriori Algorithm Application

Table 1 shows the purchase records of some products extracted from the transaction database
of a cosmetic retail store in Bogor City, West Java Province, Indonesia.

Table 1. Consumer Purchases Record

TID Consumer Purchases

T1 Highlighter, Foundation, Concealer, Powder, Eyelash Curler, Makeup Setting Spray
T2 Flawless Glow, Highlighter, Blush on, Eyeliner, Lipstick, Eyeshadow, Brushes, Foundation, Face Mask
T3 Concealer, Glitter Eyeshadow, Lip Gloss, Foundation, Highlighter, Eyeshadow
T4 Mascara, Eyeliner, Face Mask, Matte Lip Clay
T5 Lipstick, Concealer, Foundation, Cleansing Balm
T6 Eyeliner, Lip Mask, Foundation, Sponge, Eyeshadow, Concealer
T7 Cleansing Balm, Concealer, Eyebrow, Blush on, Matte Lip Tint
T8 Concealer, Eyebrow, Mascara, Lip Mask, Eyeshadow
T9 Blush on, Mascara, Lip Cream, Cleansing Balm, Lipstick
T10 Sponge, Sunscreen, Concealer, Brushes, Blush on, Highlighter
T11 Foundation, Blush on, Mascara, Sponge, Concealer, Face Mask
T12 Eyeshadow, Lip Cream, Lipstick, Powder, Eyeliner, Foundation, Sunscreen
T13 Lipstick, Cotton Pads Makeup, Powder, Blush on
T14 Brushes, Blush on, Mascara, Lip Gloss, Concealer, Lip Oil, Eye Mask
T15 Foundation, Concealer, Makeup Remover, Face Mask
T16 Brushes, Eyeliner, Blush on, Eye Mask, Eyeshadow, Concealer, Lipstick
T17 Eyebrow, Eyeliner, Cleansing Balm, Concealer, Lipstick
T18 Blush on, Foundation, Mascara, Lipstick, Powder, Highlighter
T19 Highlighter, Blush on, Concealer, Lipstick
T20 Concealer, Eyeliner, Blush on, Eyeshadow, Highlighter

The transaction data is then described in tabular form into 1-itemset as shown in Table 2 with
the aim of getting the next (k+1)-itemsets candidates.
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Table 2. 1-itemset

No Itemsets Quantity Support
1 Matte Lip Tint 1 5%
2 Eye Mask 2 10%
3 Glitter Eyeshadow 1 5%
4 Makeup Remover 1 5%
5 Setting Spray 1 5%
6 Blush on 11 55%
7 Highlighter 7 35%
8 Sponge 3 15%
9 Lip Mask 2 10%
10 Lip Oil 1 5%
11 Eyebrow 3 15%
12 Eyeshadow 7 35%
13 Lipstick 9 45%
14 Mascara 6 30%
15 Lip Cream 2 10%
16 Eyelash Curler 1 5%
17 Concealer 14 70%
18 Powder 4 20%
19 Brushes 4 20%
20 Cotton Pads Makeup 1 5%
21 Face Mask 4 20%
22 Matte Lip Clay 1 5%
23 Flawless Glow 1 5%
24 Cleansing Balm 4 20%
25 Lip Gloss 2 10%
26 Foundation 9 45%
27 Sunscreen 2 10%
28 Eyeliner 7 35%

No Itemsets Quantity Support
27 Eyeliner 7 35%

For example, in this research the analyst determines minimum support = 30%, then select
itemset that has support ≥ minimum support, so the selected data is presented in Table 3.

Table 3. Results of 1-itemset selection

No Itemsets Quantity Support
1 Blush on 11 55%
2 Highlighter 7 35%
3 Eyeshadow 7 35%
4 Lipstick 9 45%
5 Mascara 6 30%
6 Concealer 14 70%
7 Foundation 9 45%
8 Eyeliner 7 35%

Next, select k = k + 1 to determine the 2-itemsets. Then select itemset that meets the minimum
support, so the selected data was presented in Table 4.
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Table 4. Combination of 2-itemsets

No Itemsets Quantity Support
1 Blush on & Lipstick 6 30%
2 Blush on & Concealer 6 30%
3 Concealer & Foundation 6 30%

Combination of 3-itemsets is processed based on data provided in Table 4, then select itemset
that meets the minimum support, so the selected data was presented in Table 5.

Table 5. Combination of 3-itemsets

No Itemsets Quantity Support
1 Blush on Lipstick Concealer 2 10%

The itemset based on Table 5 is not meet the minimum support so that only combination of
2-itemsets is meet the association rules.

Table 6. 2-itemsets selection data

No Itemsets Quantity Confident
1 Blush on Lipstick 30% 54,55%
2 Blush on Concealer 30% 54,55%
3 Concealer Foundation 30% 42,86%

The application of the Apriori Algorithm to the consumer purchases dataset with a minimum
support of 30% and a minimum confidence of 50% is presented in Table 7.

Table 7. The results of Apriori algorithm application

Rule Support Confident
If buying Blush on then it will buy Lipstick 30% 54,55%
If buying Blush on then it will buy Concealer 30% 54,55%

Based on the association rules resulting from the application of the Apriori algorithm, consumer
purchasing patterns can be identified so that product promotion recommendations can be provided
to attract customer’s buying interest.

Apriori algorithm is not optimized for mining targeted itemsets for class association rule gen-
eration in imbalanced data. Apriori algorithm have three main drawbacks which may degrade
their performance: (1) the number of candidate itemsets produced during each iteration may be
huge and keeping them in memory may be prohibitive; (2) the database needs to be scanned
at each iteration, where the number of iterations is equal to the length of the longest frequent
itemset; and (3) these algorithms can waste time generating candidate itemsets that do not exist
in the database. To address the drawbacks of Apriori algorithm, the Guided Frequent Pattern-
Growth (GFP-Growth) algorithm has been proposed to quickly mine a given set of itemsets using
a small amount of memory. The problem of mining minority class rules on imbalanced data can
be overcome by applying the Minority-Report Algorithm using GFP-Growth [11].
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4. Conclusion
The application of the Apriori algorithm through mining association rules for large amounts of

data can understand customer consumption habits, analyze the market more effectively, predict
sales, control stock of goods, select target customers so that companies can determine the right
marketing strategy to attract consumer purchasing power.

Apriori algorithm is not optimized for mining targeted itemsets for class association rule gen-
eration in imbalanced data. Apriori algorithm have three main drawbacks which may degrade
their performance: (1) the number of candidate itemsets produced during each iteration may be
huge and keeping them in memory may be prohibitive; (2) the database needs to be scanned
at each iteration, where the number of iterations is equal to the length of the longest frequent
itemset; and (3) these algorithms can waste time generating candidate itemsets that do not exist
in the database. To address the drawbacks of Apriori algorithm, the Guided Frequent Pattern-
Growth (GFP-Growth) algorithm has been proposed to quickly mine a given set of itemsets using
a small amount of memory. The problem of mining minority class rules on imbalanced data can
be overcome by applying the Minority-Report Algorithm using GFP-Growth.
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